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Introduction 
In their often cited paper published in 1987 in IEEE Trans. ASSP, Sondhi & Schroeter wrote : 
« Articulatory speech synthesis has several advantages as follows. 

a) Articulatory speech synthesis has the potential for very natural speech output at bit rates 
below 4800 bits/s, provided that “good” articulatory parameters are available to control the 
synthesizer.  
b) The control signals of articulatory speech synthesizers have a direct interpretation in terms 
of physiological and physical data. In the human voice production system, they vary slowly 
enough to be potential candidates for efficient coding.  
c) The model parameters are easier to interpolate than those of more abstract waveform or 
spectrum synthesizers. This is because interpolated values for the control signals of an 
articulatory synthesizer are physically realizable. (This is not true in general. An LPC vector 
interpolated between two realizable vectors might correspond to an unstable filter; 
interpolation of a set of formants between two reasonable sets of formants might yield a set 
that corresponds to an unreasonable, if not impossible, vocal tract shape, etc.) For the same 
reason, slightly erroneous control signals usually do not result in “unnatural’’ speech. » 
(Sondhi & Schroeter, 1987, p.  

Thirty years after we know that not much of this happened to be true. After the advent of the TD-
PSOLA technique in the 90s (Dutoit et al., 1993), and, more recently, of statistical methods of speech 
synthesis exploiting the power of machine learning algorithms to deal with a large body of extremely 
varied data (among many others Ling et al., 2013, or Ze et al., 2013), we know that the introduction of 
more explicit knowledge in articulatory synthesis models is not likely to compete with the massive 
introduction of implicit knowledge in the most recent speech synthesizers. In this context articulatory 
speech synthesis systems cannot be any longer considered to be useful tools toward future 
technological developments, except perhaps in the context of second language learning and phonetic 
correction (Bälter et al., 2005; Badin et al., 2010). However, articulatory speech synthesizers can be 
powerful tools to investigate in depth the mechanisms underlying speech production, from the neural 
control level to the aerodynamics of sound production, provided the models used are adapted to the 
purpose of the study. 
In this talk I will present a summary and a perspective of the works that we have carried on at Gipsa-
lab, in order to investigate the nature of the motor goals in speech production, using biomechanical 
models. 
 

Method and results 
Our focus was on the temporal nature of the motor goals, trying to evaluate to what extent the 
hypothesis telling that a series of discrete motor goals related to the phonemic structure underlies the 
production of a speech sequence, resists the comparison between synthetic articulatory and acoustic 
speech signals and similar data collected from human subjects. 
Using a 2-D biomechanical model of the tongue (Payan & Perrier, 1977) we have shown that using a 
sequence of discrete goals specified as a set of mechanical equilibrium positions (Feldman, 1986) it is 
possible to generate complex realistic velocity profiles and complex articulatory patterns such as the 
articulatory loops observed in Vowel-VelarConsonant-Vowel sequences in different languages (Perrier 
et al., 2003). We have also shown that the relation between speed and trajectory curvature 
experimentally observed in tongue movements (Tasko & Wetsbury, 2004) could also naturally emerge 
in synthetic tongue movements generated from a discrete sequence of motor goals (Perrier & Fuchs, 
2008). We have also shown that such a discrete specification of the motor goals is compatible with the 



variability of the speech articulators’ trajectories experimentally observed in vowel reduction 
phenomena (Patri et al., 2016). 
Using a more complex 3-D biomechanical tongue model we have also shown that, provided a proper 
account of short-delay feedback in muscle force generation mechanisms, these discrete goals are 
robust enough to deal with change in the orientation of the gravity field (Buchaillard et al., 2009). 
 

Conclusion 
In conclusion, I will discuss the strengths and weaknesses of these findings for a better understanding 
of speech motor control in relation to the phonological specification of a speech sequence. 
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